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Abstract—Image compression is a widely addressed research area. Many compression standards are in place. But still 

here there is a scope for high compression with quality reconstruction. In order to reduce the volume of multimedia data 

over wireless channels, data compression techniques are widely used. Discrete Cosine Transform (DCT) is one of the 

major compressions Scheme. Dynamic bit-width adaptation scheme in Discrete Cosine Transform (DCT) is proposed as 

an efficient compression technique. Experimentation has been carried out to perform image compression based on DCT, 

Discrete Wavelet Transform (DWT) and Dynamic bit-width adaptation scheme in discrete cosine transform. The 

performance evaluation of the three methods is done based on PSNR which proves that Dynamic bit-width adaptation 

scheme in DCT is superior. 

 

Index Terms—Dynamic bit-width adaptation scheme in DCT, Discrete Wavelet Transform (DWT), Discrete Cosine  

Transform (DCT), Performance Evaluation of Image Compression Methods, PSNR. 
________________________________________________________________________________________________________ 

I. INTRODUCTION  

As multimedia applications become more popular, there is a greater demand for the efficient representation of many different 

types of data. To accommodate the increasing use of multimedia in network environments, the amount of data transmitted must be 

minimized. Uncompressed multimedia (graphics, audio and video) data requires considerable storage capacity. Compressing 

multimedia data such as an image is significantly different than compressing raw binary data. Of course, general purpose 

compression programs can be used to compress images, but the result is less than optimal [1-3]. For still image compression, the 

`Joint Photographic Experts Group' or JPEG standard has been established by ISO (International Standards Organization) and IEC 

(International Electro-Technical Commission). The performance of these coders generally degrades at low bit-rates mainly because 

of the underlying block-based Discrete Cosine Transform (DCT) scheme. More recently, the wavelet transform has emerged as a 

cutting edge technology, within the field of image compression. Wavelet-based coding provides substantial improvements in 

picture quality at higher compression ratios. Dynamic bit-width adaptation is suitable for DCT applications to efficiently trade off 
image quality for lower energy of computation [2-6]. Depending on the sensitivities of 64 DCT coefficients, operands of different 

bit-widths are used to reduce the computational complexity. To select appropriate operand bit-widths that give rise to considerable 

power savings with minimum image quality degradation, propose an efficient bit-width selection algorithm. The modification is 

mainly focused on both Shift Row Transformations. In the Shift Row Transformation, if the value in the first row and first column 

is even, the first and fourth rows are unchanged and each bytes in the second and third rows of the state are cyclically shifted right 

over different number, else the first and third rows are unchanged and each byte of the second and fourth rows of the state are 

cyclically shifted left over different number of bytes. This modification allows for greater security and increased performance[7-

10].  

II. TRANSFORMS USED 

In this section, the mathematical representations of Discrete Cosine Transform and Discrete Wavelet Transform are explored. 

A. 2-D DCT Operation in Separable Form 

Implementation of DCT practically is done by using Separability property of DCT. First of let us see what is separability [2]. 

 

The 2D-DCT transform equation can be expressed as, 
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This property, known as separability, has the principle advantage that C(u, v) can be computed in two steps by successive 1-D 

operations on rows and columns of an image. The arguments presented can be identically applied for the inverse DCT 

computation. 

The 1-D discrete cosine transform (DCT) is defined as 
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The output of the 2-D DCT, which is the 8x 8 block of 64 DCT coefficients, are quantized to eliminate less significant 

components. Each of the 64 DCT coefficients is divided by an integer number in the quantization table and rounded off.However, 

considering that high frequency DCT coefficients become negligibly small after quantization, expect that overall image quality 

would not be affected significantly even if decrease the bit-width of arithmetic units used for computation of high frequency 

coefficients [14].  

 

Figure 1.8-point Butterfly-based DCT 

8-point Butterfly-based DCT/IDCT shown in Fig.2 is used to save the computational complexity efficiently. By using smaller 

bit-widths for calculating high frequency components, to achieve significant improvement in computation power at the expense of 

slight degradation in image quality. However, it is important to judiciously reduce the operand bit-widths for each DCT 

coefficient to minimize power consumption. 

B. Discrete Wavelet Transform 

In Sub band coding [16], signals are decomposed into a number of sub band signals using an analysis filter bank, and the adaptive filtering 

is performed on each sub band.  The result in each sub band is combined into an output using a synthesis filter bank.  If  the sub band  signals 
are band  limited  to frequency  ranges  much  smaller  than  that   of   the  original  input  signal  they  can  be  down sampled  before  
processing.  Because  of  the  lower  sampling  rate,  the processing  of  the down  sampled  signals  can  be carried  out  more  efficiently. After  
processing, these  signals  are  up  sampled  before  being  combined  by  the  synthesis  bank  into  a  higher  rate  signal. The  combined  
structure  employed  is  called  a  quadrature  mirror  filter  (QMF) bank. If  the down sampling and up sampling  factors  are  equal  to or  
greater than  the  number of  bands  of  the  filter  bank, then  the output  can be  made  to  retain  some or  all  of  the  characteristics  of the  

input  by  properly  choosing  the  filters  in the  structure. In  the  case  of  equality, the  filter  bank  is  said  to be  a  critically  sampled  filter  
bank.  The  most  common  application  of  this  scheme  is  in  the  efficient  coding  of  a  signal [11-12].   

 

Figure 2 The schematic diagram to realize discrete wavelet transform      
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Figure 3 Schematic diagram of 2D wavelet transform 

 

III. BIT- WIDTH SELECTION ALGORITHM IN DCT 

The set of permissible bit-width of adders to 12, 9, 6, 4, and 0 bits, where 0 bit means that no calculation is performed on the 

input. A point worth noting is that may be able to achieve more power savings by increasing the set of permissible adder sizes, but 

it would significantly increase the design space to explore as well as the complexity of hardware implementation. Fig. 3 illustrates 

the procedure to select a DCT operand whose bit-width is reduced. For the sake of simplicity,  use 1-D DCT as an example, but 

the implemented algorithm deals with the bit widths of row DCT and column DCT operands simultaneously. In the Fig.5, Z0, Z7 

are the outputs of 1-D DCT, where Z7 stands for the highest frequency componentand Z0 for the lowest frequency component. 

Initially, all the input bit-widths are 9 bits (the maximum input bit-width of row DCT), as shown in Fig. 5(a). First,  try to reduce 

the bit-width for Z7 which is the least sensitive high frequency component. Decrease the bit-width for Z7 from 9 to 6 bits and 

check the image quality.  If it still satisfies given image constraint, this change is confirmed [13]. 
 

 
 

Figure 4 Example of bit-width selection algorithm applied to row DCT. 

 

In Fig. 5(b), have two groups, one with 9-bit width operands (Z0 - Z6) and the other one with 6-bit width operand (Z7). In this 

case, have two candidates for bit-width reduction: One is Z6, which is least sensitive to image quality among the first group, and 

the other is Z7. After calculating the PSNR of the two cases (Z7 = 6, Z6 = 6 and Z7 = 4, Z6 = 9), select the case which gives 

larger PSNR and reduce the bit width of the associated operand. Only one candidate is selected at a time and the bit-width of the 

selected candidate is reduced by one level (from 9 to 6 bits, from 6 to 4 bits, and so on). Figs. 5(e) and 5(f) show examples of 

three-candidate cases. The one with the largest PSNR among the three cases is chosen and the operand bit-width associated with 

that case is decreased. The algorithm continues until no candidate can satisfy the image quality constraint.  

IV. EXPERIMENTAL RESULTS 

BeforeExperimentation has been carried out to perform image compression based on DCT, Discrete Wavelet Transform 

(DWT) and Dynamic bit-width adaptation scheme in discrete cosine transform using MATLAB R2009a on Intel Core Duo 
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Case I Case II Case III 

Processor with 2GB RAM. The performance of the three methods is evaluated by calculating PSNR. The original Image(Lena) 
and the compressed images based on the three techniques are shown in Fig.6. 

In normal operation, 9-bit inputs and 12-bit inputs are used for row DCT and column DCT, respectively. As we go to the 

higher trade-off levels (sacrificing image quality in favor oflower power), the input bit-width for calculating both rowand column 

DCT is reduced, starting from the less sensitive 

 
 

Figure 5 Proposed Method (Bit-Width Adaptation  Based)  
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 Compressed Images 

 

 

Tradeoff Rows            Column     level 

 

Case1:      9   9  9  9  9  9 0 0    12  12  12   12  12  12  0  0 

 

Case2: 9  9  9  9  0 0  0  0    12  12   12   12   0    0   0   0 

 

Case3: 9  9  6  4  0  0  0  0   12    12    9    6    0    0   0   0 

 
Figure 6 Input operand bit-width in 2-D DCT operation for three different trade-off levels 

 

high frequency components. Table Iand Fig;7. shows the PSNR values of 3 images for each Trade-off Level. As we go to higher 

trade-off level to reduce power consumption, we decrease the input bit-width to 6 or 4 bits by forcing least significant bits to 

zeros. As the input operand bit-width is reduced from 9 to 6 bits or from 6 to 4 bits, power saving is achieved at the expense of 

degradation in image quality. As shown in above figures, if the trade-off levels increase the quality of the reconstructed images 

i.e. PSNR value decreases. Generally when PSNR is 40 dB or greater, then the original and the reconstructed images are virtually 

indistinguishable by human observers. Hence that bit-width level is selected where the original and the reconstructed images are 

virtually indistinguishable.  
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Table 1The PSNR values of the three methods 

 

          IMAGE 
METHOD 

PSNR 

(dB) 

 

 

 

 

 

 

 

 

DCT 27.78 

DWT 28.40 

Proposed Method 

Case I 39.34 

Case II 34.80 

 Case III  28.92 

V. CONCLUSION 

 In this paper, the Dynamic bit-width adaptation is used in the DCT compression technique, where operand bit-widths are 

changed according to image quality and/or power consumptionrequirements. So for designing a better image compression system 

bit-width adaptation can be used in order to meet the power level requirements. 
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